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 Abstract  

As AI-driven tools gain prominence in informal language 

assessment, high-stakes proficiency exams such as the International 

English Language Testing System (IELTS) continue to depend on 

trained human raters to ensure fairness, genre sensitivity, and 

construct validity. This study examines how raters’ linguistic 

backgrounds—specifically English L1 and Persian L1—affect 

holistic scoring across writing genres within the IELTS framework. 

Some experienced EFL teachers (11 English L1, 11 Persian L1), all 

trained in writing assessment and familiar with IELTS rating 

procedures, evaluated 150 argumentative and descriptive essays 

produced by advanced Iranian learners under time-controlled 

conditions. Scoring was based on the publicly available IELTS 

Task 2 band descriptors, ensuring standardization and alignment 

with institutional criteria set by Cambridge Assessment. Findings 

revealed that while both groups demonstrated overall scoring 

consistency, English L1 raters applied stricter standards to 

organization in argumentative writing, whereas Persian L1 raters 

were more sensitive to grammatical accuracy across both genres. 

The results underscore the critical role of human raters in detecting 

discourse-level features not fully captured by AI-based scoring 

systems. Implications are offered for rater training, assessment 

fairness, and genre-specific writing instruction in standardized 

testing contexts. 
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Introduction 

Writing assessment remains a cornerstone of second language (L2) proficiency evaluation, 

especially in high-stakes standardized tests such as the IELTS (International English Language 

Testing System) and TOEFL (Test of English as a Foreign Language). Among the four skills 

assessed in these exams, writing is often considered the most complex and subjective to 

evaluate (Taylor et al., 2012; Weigle, 2002). Unlike receptive skills, which can be scored 

objectively, writing tasks require human raters to make interpretive judgments about content, 

organization, grammar, and vocabulary. These judgments, although guided by analytic or 

holistic rubrics, are inherently influenced by raters’ linguistic and cultural backgrounds 

(Barkaoui, 2011; Knoch, 2009). 

In recent years, the field of language assessment has witnessed a growing interest in the 

integration of automated essay scoring (AES) systems such as E-rater, IntelliMetric, and more 

recently, AI-based tools like ChatGPT. These technologies have become especially prevalent 

in informal testing environments and online IELTS/TOEFL preparation platforms, where 

scalability, speed, and objectivity are desirable features (Mizumoto & Eguchi, 2023, Uyar & 

Büyükahıska, 2025). AES systems are praised for reducing labor-intensive marking tasks, 

ensuring a consistent application of scoring criteria, and promoting scoring objectivity 

(Hussein et al., 2019). Tools like Grammarly have even been shown to detect more surface-

level errors than human raters, though humans tend to assign higher overall scores 

(Almusharraf & Alotaibi, 2022). 

Further research supports the reliability and cost-efficiency of AES systems across various 

contexts, such as nursing education (Stephen et al., 2021) and primary education (Chen et al., 

2022). Nevertheless, these systems exhibit variability in reliability depending on student 

proficiency levels. Hand-scoring appears more dependable for struggling writers, while AES 

systems demonstrate greater consistency for proficient ones (Chen & Sun, 2025). Despite 

notable advancements—such as improved semantic coherence integration in tools like SAGE 

(Zupanc & Bosnić, 2017) and promising validation results from Chinese-developed AES 

systems (Chen & Sun, 2025)—the interpretive limitations of AI remain a key concern. As 

Cotos (2019) and Chan et al. (2023) note, although AES tools may match or exceed inter-rater 

consistency compared to human scoring, their rhetorical interpretations often fall short of 

stakeholder expectations in authentic writing assessment contexts. 

This view is echoed by Xu et al. (2024), who argue that while AES tools offer promising 

accuracy in controlled applications, they still require refinement in scalability and 

interpretability to meet real-world classroom needs. AES also struggles with capturing 

creativity, practical reasoning, and genre-sensitive discourse structures, especially in tasks that 

demand higher-order cognitive processing such as argumentative writing (Hussein et al., 2019). 

These limitations raise concerns about over-reliance on automation in settings where the 

nuances of writing performance carry significant educational or professional consequences. 

Accordingly, while IELTS benefits from fully human-scored writing assessments, TOEFL 

employs a hybrid model that combines automated scoring with evaluations from certified 
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human raters. According to ETS, "Writing tasks are scored based on the Writing Scoring 

Guides (Rubrics) by a combination of AI scoring and certified human raters" (ETS, 2024). 

Despite the integration of AI in TOEFL scoring, both tests continue to emphasize trained rater 

input to ensure construct validity and alignment with scoring rubrics. This reliance on human 

raters is supported by research highlighting their superior capacity to assess discourse-level 

appropriateness, rhetorical effectiveness, and genre conformity—dimensions where AI 

systems often underperform or misclassify (Ramezani et al., 2025; Koraishi, 2024). Moreover, 

studies comparing automated and human scoring show that while numerical scores may 

statistically correlate, the qualitative feedback and instructional insights generated by human 

raters often diverge significantly from AI-generated responses (e.g., Ramezani et al., 2025). 

These findings underscore the ongoing relevance of human judgment in maintaining fairness 

and validity, particularly in performance-based tasks involving complex genre-specific 

conventions (Barkaoui, 2010; Lim, 2011). 

Equally central to performance-based assessment is the role of genre. In IELTS writing, 

especially Task 2, candidates are expected to produce argumentative or discursive essays, 

which demand not only linguistic competence but also genre-specific rhetorical strategies. 

Genre awareness is thus essential not only for test-takers but also for raters who interpret and 

score the responses. Research confirms that rater expectations are highly genre-sensitive and 

that rating behaviors vary across genres, particularly in criteria like logical coherence, 

organization, and development of argument (Barkaoui, 2010; Zhang & Liu, 2021). For 

example, studies have shown that raters apply more rigorous standards to argumentative essays 

due to their inherent demands for evidence-based reasoning and structured logic (Park, 2015). 

This genre effect has also been supported by Bouwer et al. (2015), who found that only a small 

portion of variance in writing scores can be attributed to individual writing skill, underscoring 

the influence of genre and task design. Similarly, Zhang et al. (2021) examined Chinese EFL 

learners' argumentative and application letter essays and found that despite genre differences, 

holistic writing scores were significantly influenced by lexical sophistication and syntactic 

complexity—particularly the use of complex nominals and type-token ratios. Their findings 

reinforce that genre shapes both writing production and its evaluation, often in systematic ways. 

Rater background also remains a major source of variability. For instance, Cumming et al. 

(2002) showed that genre familiarity and cognitive schema can guide rater interpretation, which 

raises concerns about construct validity in multilingual and multicultural assessment settings. 

Schaefer (2008), using multi-faceted Rasch measurement, found that native English-speaking 

raters exhibited recurring bias patterns depending on the writing trait and student proficiency 

level—highlighting not just severity differences but also trait- and writer-specific bias. Bejar 

et al. (2020) advanced this inquiry by developing predictive rater models based on linguistic 

features, demonstrating that raters exhibit stable and measurable differences in how they 

interpret essays—particularly as a function of essay length and other features captured by 

automated engines. These patterns suggest the potential of integrating AI and predictive 

modeling for better rater quality control, but also highlight the subjective nature of human 

evaluation. 



  Journal of English Language Teaching and Learning, 17 (36) / 2025, pp. 318-340                                       322 
 

Training is one approach that has shown promise in minimizing such variation. Attali (2016) 

demonstrated that even brief training sessions with immediate feedback enabled novice raters 

to perform comparably to experienced raters in terms of score consistency, variance, and 

validity coefficients. However, the efficacy of such training depends on whether it includes 

genre-specific expectations, which many current protocols neglect. While previous work has 

addressed either rater variation (e.g., Barkaoui, 2010; Lim, 2011) or genre-specific 

expectations (e.g., Zhang & Liu, 2021; Bouwer et al., 2015), studies like those by Zhang et al. 

(2021) and Schaefer (2008) underscore that both writer- and rater-side features interact in 

nuanced ways, affecting scoring validity. Despite this, relatively few studies have examined 

how genre expectations and rater identity interact simultaneously within test-authentic contexts 

such as IELTS. This lack of integrated research leaves open important questions regarding 

scoring consistency and fairness in global assessment environments. 

In light of the ongoing evolution in writing assessment practices—including the growing 

tension between automated evaluation and human judgment—and the limited research 

integrating both genre sensitivity and rater identity in authentic test contexts, this study 

addresses a critical gap. Prior research has produced conflicting results: while some studies 

have found strong alignment between human and automated scoring on surface-level features 

(e.g., Attali & Burstein, 2006; Mizumoto & Eguchi, 2023), others highlight major 

discrepancies in discourse-level judgments and genre-specific expectations (Barkaoui, 2011; 

Cotos, 2023). Likewise, while many studies have explored either rater variation (e.g., Bejar et 

al., 2020; Schaefer, 2008) or genre effects in isolation (e.g., Bouwer et al., 2015; Zhang & Liu, 

2021), few have examined how these two variables interact in high-stakes, test-authentic 

environments. To address this gap, the current study adopts a rater-comparative quasi-

experimental design, aligned with IELTS Task 2 writing formats. It investigates how two 

distinct groups of trained EFL teachers—one comprising native English-speaking raters and 

the other non-native Persian-speaking raters—evaluate argumentative and descriptive essays 

produced by advanced Iranian EFL learners under standardized, time-controlled conditions. 

The goal is to better understand how rater identity and genre expectations shape holistic 

judgments, with implications for score validity, fairness, and the training of human raters in 

global assessment contexts.  

Literature Review 

The evaluation of L2 writing performance has traditionally involved the interplay of three 

major components: task characteristics, test-taker ability, and rater judgment (Weigle, 2002). 

Among these, rater variation has received increasing attention, particularly in light of studies 

demonstrating that raters differ not only in scoring severity but also in their interpretation of 

genre expectations and textual coherence (Barkaoui, 2011; Lim, 2011). These discrepancies 

can pose threats to test validity and score comparability in international assessments such as 

IELTS. 

Seminal studies such as those conducted by Connor-Linton (1995) and Shi (2001) revealed 

that while raters from different linguistic backgrounds may assign similar scores, their 

underlying rating strategies and evaluative priorities vary significantly. Connor-Linton (1995), 

for example, noted that American and Japanese raters differed in their focus on rhetorical 
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structure versus grammatical accuracy, respectively. Similarly, Shi (2001) found that Chinese 

L1 raters emphasized content and organization more than English L1 raters, who stressed 

textual cohesion and coherence. 

Kobayashi (1992) extended these findings through both holistic and analytic evaluations, 

demonstrating that notions like “clarity” and “accuracy” were interpreted through the lens of 

raters’ linguistic training and cultural norms. More recently, Park (2015) emphasized that genre 

further complicates rater evaluations, with argumentative writing prompting stricter judgment 

due to expectations of logical reasoning and evidence-based support. Bouwer et al. (2015) also 

found that only 10% of the variance in writing scores was attributable to individual skill, and 

that genre significantly influenced generalizability across tasks, underscoring the need for 

genre-sensitive assessment practices. 

Zhang and Liu (2021) offered further evidence on the predictive power of genre in L2 

writing assessments. Their study demonstrated that syntactic complexity—especially clausal 

density—predicted holistic writing scores more effectively in argumentative than in narrative 

genres. Genre effects were more pronounced under timed conditions, aligning closely with 

standardized test environments like IELTS. These findings reinforce the notion that writing 

quality and rater perceptions are deeply intertwined with genre characteristics. 

In addition to genre and rater identity, the advent of Automated Essay Scoring (AES) 

systems has reshaped the landscape of writing assessment. Chan et al. (2023) found that AES 

systems could achieve scoring consistency comparable to human raters when calibrated 

through a Many-Facet Rasch Measurement framework. Cohen et al. (2018) showed that 

although AES systems maintained a similar level of consistency as human raters, they were 

less valid in capturing nuanced writing quality, thereby separating reliability from construct 

validity. 

Mizumoto and Eguchi (2023) explored the use of GPT-3 for AES on the TOEFL11 corpus 

and concluded that while AI language models like ChatGPT demonstrated reasonable scoring 

accuracy, they performed better when linguistic features were explicitly integrated. This 

supports findings from Kumar and Boulanger (2020), who used deep learning to enhance AES 

interpretability, showing a high level of agreement (QWK = 0.78) with human ratings. Their 

study also highlighted the necessity for explainable AI in educational contexts, suggesting that 

AES systems should mimic human feedback with transparency and rationale. 

Yet, caution is warranted. Cotos (2019) argued that AES tools often fail to detect 

communicative goals and rhetorical strategies, thereby producing feedback that lacks 

pedagogical clarity. Chen and Sun (2025) echoed this concern in their analysis of Chinese-

developed AES tools, noting that while some systems aligned closely with human raters, others 

inflated scores due to limited sensitivity to linguistic nuance. Similarly, Almusharraf and 

Alotaibi (2022) found that AES (Grammarly) detected more mechanical errors than human 

raters but awarded lower scores, revealing a disconnect between surface error detection and 

holistic writing quality. 

Complementing these assessment-oriented studies, Damayanti et al. (2023) approached 

genre from an instructional perspective. Their research, which implemented a genre-based 
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pedagogy using the Reading to Learn (R2L) model for IELTS Task 2 preparation, showed that 

explicit genre instruction improved coherence and organization even among lower-proficiency 

learners. This pedagogical lens aligns with the current study’s emphasis on genre awareness in 

both test-takers and raters. A related perspective is offered by de Oliveira and dos Santos 

(2025), who demonstrated how AI-generated mentor texts could be leveraged in the Teaching 

and Learning Cycle (TLC) to enhance genre-based instruction for L2 learners. 

Despite the growing interest in these themes, there is still a lack of empirical studies that 

simultaneously examine genre effects and rater background within test-authentic contexts. 

Most existing research isolates either genre or rater identity, limiting the generalizability of 

findings to operational, high-stakes assessment environments. In contrast, the current study is 

grounded in high-stakes test design by aligning its tasks, scoring rubrics, and administration 

protocols with IELTS Task 2. It uniquely explores how two linguistically distinct rater 

groups—L1 English and L1 Persian—evaluate descriptive and argumentative essays written 

by advanced EFL learners under timed conditions. The study employs both holistic and analytic 

scoring to provide a comprehensive analysis of rater judgment across genres, addressing critical 

gaps in the literature and informing future practices in multilingual language assessment. This 

investigation is guided by the following research questions:  

1. Do native and non-native trained raters assign significantly different scores to IELTS-

aligned argumentative writing tasks?  

2. Do native and non-native trained raters assign significantly different scores to IELTS-

aligned descriptive writing tasks? 

Method 

Research Design  

This study adopted a quasi-experimental comparative design to investigate the influence of 

rater background (native English L1 vs. Persian L1) and writing genre (argumentative vs. 

descriptive) on essay evaluation. These two independent variables were systematically 

integrated to address the above-mentioned research questions. To address study questions, the 

writing prompts and conditions were modeled on IELTS Task 2, ensuring high ecological 

validity. Test-takers were given standardized, timed writing sessions (40 minutes) using 

prompts in both genres (argumentative and descriptive). Essays were produced under 

conditions mirroring those used in IELTS preparation centers, and all responses were 

handwritten to simulate authentic test settings. 

Scoring employed both analytic and holistic rubrics. The primary evaluation tool was the 

IELTS Writing Task 2 public band descriptors, which evaluate essays based on four major 

criteria: Task Response, Coherence and Cohesion, Lexical Resource, and Grammatical Range 

and Accuracy (Cambridge Assessment English, 2023). These descriptors have been widely 

used in empirical validation studies and provide a reliable framework for comparing rater 

judgments across contexts.  

Statistical analyses included paired-sample t-tests to assess intra-rater variability across 

genres and independent-sample t-tests to examine inter-rater group differences (native vs. non-
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native raters). This dual-layered analytic approach allowed for a robust examination of how 

genre and rater background jointly influence writing assessment outcomes.  

Participants 

Raters 

Twenty-two certified EFL instructors participated in this study, consisting of 11 native English-

speaking raters and 11 native Persian-speaking raters. All participants were experienced 

classroom teachers with 9 to 13 years of EFL teaching experience and between 5 to 8 years of 

IELTS writing assessment experience. To ensure a consistent and test-specific scoring 

perspective, all raters held formal certification as IELTS instructors through programs 

approved by Cambridge Assessment. Raters who had any simultaneous certification or 

teaching experience with TOEFL writing tasks were excluded to avoid potential overlap in 

rating philosophies. 

The raters completed a specialized training program adapted from Knoch (2009), focused 

on the IELTS Task 2 public band descriptors. This program consisted of four phases: (1) 

instructional modules on rubric interpretation and rating logic, (2) scoring of benchmark essays 

with immediate expert feedback, (3) calibration sessions to ensure scoring alignment among 

raters, and (4) a certification phase requiring interrater agreement at or above a Cohen’s kappa 

of 0.75. The training emphasized rubric alignment and interrater reliability in the context of 

argumentative and descriptive genres commonly used in IELTS writing tasks. All selected 

raters successfully passed the calibration phase, ensuring consistency and construct-relevant 

scoring for the writing samples. 

Learners 

An initial pool of 32 advanced EFL learners was screened from an academic English course at 

the C1 CEFR level. Fifteen learners were selected for the final analysis based on a multi-step 

validation procedure to ensure homogeneity of language proficiency. All learners took the 

Oxford Placement Test (OPT), and those who achieved scores within the advanced range were 

shortlisted. 

Additionally, a structured oral interview based on IELTS Speaking Part 2 prompts was 

conducted. Responses were audio-recorded, transcribed, and independently rated by two 

IELTS-certified instructors using the official IELTS Speaking Band Descriptors (Cambridge 

Assessment English, 2020). The interrater reliability between the two evaluators was r = .86. 

To further validate the learners' proficiency, the instructor of the course, acting as an expert 

judge, confirmed the selected students' level based on classroom performance and 

communicative competence. Only those learners who demonstrated consistent advanced-level 

proficiency across the written test, oral performance, and expert validation were included in 

the final sample. 
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Table 1. Rater Profile Summary (N = 22) 

Rater 
Experience 

(Years) 

Gender Age 
IELTS Rating 

Experience (Years) 

First 

Language 
Texts Rated 

R1 11 Male 34 6 English 30 

R2 10 Female 30 6 English 30 

R3 9 Male 28 5 English 30 

R4 12 Female 33 7 English 30 

R5 13 Male 35 8 English 30 

R6 10 Female 31 6 English 30 

R7 11 Male 37 7 English 30 

R8 12 Female 39 7 English 30 

R9 9 Male 29 5 English 30 

R10 10 Female 32 6 English 30 

R11 11 Male 36 6 English 30 

R12 10 Female 34 6 Persian 30 

R13 9 Male 30 5 Persian 30 

R14 12 Female 37 7 Persian 30 

R15 13 Male 40 8 Persian 30 

R16 10 Female 33 6 Persian 30 

R17 11 Male 35 7 Persian 30 

R18 9 Female 28 5 Persian 30 

R19 12 Male 38 7 Persian 30 

R20 10 Female 31 6 Persian 30 

R21 11 Male 36 6 Persian 30 

R22 13 Female 39 8 Persian 30 

Note. Each rater assessed a total of 30 essays (15 argumentative and 15 descriptive). 

Materials  

The study employed a range of materials developed or adapted from validated language 

assessment resources to ensure alignment with internationally recognized frameworks, 

particularly IELTS and TOEFL. These materials were used for rater training, learner 

instruction, writing task administration, and scoring procedures.  

Instructional and Preparatory Materials 

Materials 

The study employed a set of instructional and evaluative materials adapted from validated 

language assessment resources to ensure alignment with internationally recognized 

frameworks, particularly the IELTS Academic Writing Task 2 format. These materials 

supported rater training, learner preparation, task administration, and scoring procedures, 

thereby maintaining construct validity throughout the study. 
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Instructional and Preparatory Materials 

To ensure genre awareness and task readiness among learners, two instructional booklets were 

developed—one for argumentative and one for descriptive essay writing. These were adapted 

from established IELTS preparation materials, specifically The Official Cambridge Guide to 

IELTS (Cullen et al., 2014), and incorporated sample essays, annotated structures, and 

commonly used lexical bundles found in high-scoring responses. Genre-specific guidance 

included detailed explanations of purpose, organizational structure, signal words, sentence 

stems, and paragraph development. 

Each booklet was accompanied by structured oral instruction. Learners received four 

standardized lessons—two for each genre—delivered by course instructors over two 

consecutive sessions. Each session lasted 45 minutes and emphasized rhetorical purpose, 

paragraph organization, coherence markers, and lexical choices. This instructional phase 

ensured consistency in learner exposure and reduced instructional variability, aligning with 

genre-based pedagogy principles (Hyland, 2007; Lee, 2017). 

To validate the instructional content, two PhD-level experts in applied linguistics reviewed 

the materials for content and face validity. Their feedback led to minor modifications in genre 

exemplars and cohesion instruction to better reflect IELTS scoring criteria. 

Writing Task Prompts 

The two writing prompts—one descriptive and one argumentative—were designed to mirror 

the structure and style of IELTS Task 2. To ensure genre comparability and task fairness, the 

prompts were piloted with a group of five advanced-level EFL learners (not included in the 

main study). Three EFL writing instructors evaluated the prompts based on clarity, cognitive 

demand, and genre alignment. Example prompts included: 

 Descriptive Task: “Describe a place in your country that is popular among tourists and 

explain why it is attractive.” 

 Argumentative Task: “Some believe that university education should be free. Others 

think students should pay for their studies. Discuss both views and give your opinion.” 

The topics were selected for their cultural neutrality, appropriateness for advanced learners, 

and relevance to IELTS preparation contexts, in line with the item design principles set out by 

Bachman and Adrian (2022) and Bachman and Palmer (2010). 

Scoring Rubrics and Rater Training Materials 

For essay evaluation, the raters used a holistic scoring rubric adapted from the official IELTS 

Task 2 public band descriptors published by Cambridge Assessment English (2019). These 

descriptors cover four domains: 

1. Task Response 

2. Coherence and Cohesion 

3. Lexical Resource 
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4. Grammatical Range and Accuracy 

These rubrics are widely recognized in international assessment contexts and have been 

validated in numerous studies for reliability and construct representation (Knoch, 2009; 

Barkaoui, 2011). 

To support consistent application of the rubric, raters were provided with a comprehensive 

Rater Training Handbook prepared by the researchers. This handbook included: 

 Annotated sample essays at high, mid, and low proficiency levels 

 Score justification sheets highlighting domain-level rationale 

 A genre comparison guide outlining expectations for descriptive vs. argumentative 

writing 

 A rater self-monitoring checklist 

Training involved two 90-minute sessions where raters scored three benchmark essays 

together. Raters were encouraged to discuss disagreements, and inter-rater reliability was 

monitored. A threshold of ±0.5 band agreement was set as the benchmark for calibration before 

official scoring commenced. This procedure followed recommended practices for rater 

calibration and moderation in language assessment (Weigle, 2002; Lim, 2011). 

Procedure 

The study followed a structured, multi-phase procedure to ensure methodological rigor and 

validity within the context of IELTS-style academic writing assessment. The procedure was 

divided into three phases: participant recruitment and validation, rater training and calibration, 

and test administration and scoring. 

Phase 1: Participant Selection and Validation 

Initially, 32 Iranian EFL learners enrolled in an advanced English writing course were 

considered for participation. To ensure homogeneity in language proficiency, all candidates 

took the Oxford Placement Test (OPT), and 15 learners were selected based on their scores 

aligning with the CEFR C1 level. In addition, an oral interview test was administered to all 

candidates using standardized prompts from the Cambridge English Qualifications Speaking 

resource, which employs uniform interlocutor frames and task materials to ensure consistency 

and fairness across administrations (Taylor, 2003). The responses were scored using the IELTS 

Speaking Band Descriptors. Interviews were recorded, transcribed, and evaluated 

independently by two trained raters. Inter-rater reliability was established at 0.89 (Cohen’s 

kappa), confirming consistent rating. The learners’ original course instructor, a certified IELTS 

tutor with over 15 years of experience, also validated their proficiency status based on class 

performance. Candidates who exhibited extreme scores (either very low or very high) or failed 

to attend the full testing sessions were excluded to minimize statistical noise and maintain 

comparability across participants. 
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Phase 2: Rater Selection and Training 

Twenty-two experienced EFL teachers (11 L1 English, 11 L1 Persian) were recruited as raters. 

All raters had at least eight years of EFL instruction and writing assessment experience and 

had completed a rater training course specifically adapted from the IELTS Task 2 public band 

descriptors. This training was organized and delivered by the research team and drew on 

established calibration models (Knoch, 2009; Barkaoui, 2011; Weigle, 2002). The training was 

delivered in three 2-hour sessions (six hours total) and included the following components: 

 Introduction to IELTS Task 2 scoring descriptors 

 Side-by-side rubric interpretation and dimension alignment 

 Norming with three benchmark essays (high, mid, low) with feedback 

 Calibration activities using the Rater Handbook (see Appendix A), which included 

annotated sample essays, genre feature guides, and scoring justification sheets. 

The final calibration step involved raters independently scoring three essays and discussing 

score discrepancies in guided consensus-building sessions. All raters demonstrated acceptable 

consistency with a benchmark rate (QWK > 0.75) and were approved for participation. No rater 

had simultaneous certification in both IELTS and TOEFL to avoid conflated scoring 

philosophy. 

Phase 3: Writing Task Administration and Scoring 

Learners were scheduled for two writing sessions (one descriptive, one argumentative), each 

administered on separate days in a quiet university computer lab supervised by two proctors. 

Each task was allotted 45 minutes. Learners were seated apart to reduce distractions, and 

instructions were provided orally and in written form. No additional support or feedback was 

given during the tasks. Essays were handwritten using standard IELTS response booklets to 

mimic authentic testing conditions. 

Upon collection, essays were anonymized and randomly ordered before scoring. Each essay 

was evaluated independently by two raters using a 10-point holistic scale derived from the 

IELTS Task 2 band descriptors. The scale addressed four dimensions: Task Response, 

Coherence and Cohesion, Lexical Resource, and Grammatical Range and Accuracy. Raters 

also recorded brief analytic comments for each essay to identify perceived strengths and 

weaknesses. 

Inter-rater reliability was calculated using Cohen’s weighted kappa, and disagreements 

exceeding two band points were resolved through consensus scoring. This dual approach 

allowed for both quantitative and qualitative insights into rater behavior across genres and 

linguistic backgrounds. 

Data Analysis 

All statistical analyses were conducted using SPSS (Version 26). Prior to inferential testing, 

assumptions of normality and homogeneity of variance were examined. The Kolmogorov–

Smirnov test indicated no significant departures from normality for any of the score 
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distributions (p > .05). Additionally, skewness and kurtosis values for all datasets fell within 

the acceptable range of −2 to +2, confirming that the normality assumption was tenable. 

Levene’s test for equality of variances revealed no significant differences in variance across 

rater groups (p > .05), satisfying the assumption of homogeneity. 

Given these results, independent-samples t-tests were employed to compare mean writing 

scores assigned by native and non-native raters for each genre. Paired-samples t-tests were 

conducted within each rater group to examine intra-group differences in scoring argumentative 

versus descriptive essays. Inter-rater reliability within each rater group was estimated using 

Cohen’s Kappa (κ), which yielded values above .75, indicating substantial agreement and 

aligning with reliability thresholds commonly adopted in writing assessment research (e.g., 

Barkaoui, 2010; Johnson & Lim, 2009). 

Results 

Descriptive Statistics 

Table 2 presents the descriptive statistics for scores assigned by native (NS) and non-native 

(NNS) raters across four analytic criteria—content, organization, vocabulary, and grammar—

in both argumentative (ARG) and descriptive (DES) essays. Across all criteria, notable 

differences emerged between rater groups and genres, suggesting differential sensitivity to 

linguistic and rhetorical features. 

For content, non-native raters assigned higher mean scores than native raters in both genres, 

particularly for descriptive essays (M = 7.82, SD = 0.87) compared to argumentative writing 

(M = 7.22, SD = 0.75). Native raters demonstrated a slightly more conservative scoring pattern, 

with argumentative essays receiving the mean score of 6.49 (SD = 1.10) and descriptive essays 

6.64 (SD = 0.92). These differences may suggest that non-native raters may have been more 

positively disposed toward idea development and descriptive elaboration, whereas native raters 

exhibited greater variation in their evaluations of content. 

Organization scores reflected the most pronounced divergence in argumentative writing: 

non-native raters awarded substantially higher scores (M = 8.00, SD = 0.92) than native raters 

(M = 6.25, SD = 0.87). In descriptive writing, however, the gap narrowed, with mean scores of 

7.62 (SD = 0.93) for non-native raters and 7.15 (SD = 0.77) for native raters. This pattern may 

suggest that native raters were more stringent in evaluating the logical structuring of arguments, 

while non-native raters were comparatively lenient, particularly for texts requiring 

argumentative coherence. 

Vocabulary and grammar ratings exhibited different trends. For vocabulary, native raters 

tended to give higher scores than non-native raters in both genres, most noticeably in 

descriptive essays (M = 7.72, SD = 1.01 vs. M = 7.32, SD = 0.98). Grammar scores revealed 

the opposite: native raters consistently awarded higher ratings (ARG M = 8.36, SD = 0.77; DES 

M = 8.18, SD = 0.75) compared to non-native raters (ARG M = 7.23, SD = 1.00; DES M = 

7.27, SD = 1.01), likely indicating that non-native raters were more critical of grammatical 

accuracy regardless of genre. 
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Table 2. Descriptive Statistics of Native and Nonnative Rater Scores Across Argumentative and 

Descriptive Genres by Four Scoring Criteria 

Scoring Criteria Genre Rater N Mean Std. Deviation Std. Error Mean 

 

 

Content 

ARG 
NS 

11 
6.4910 1.09545 .33029 

NNS 
11 

7.2182 .75076 .22636 

DES 
NS 

11 
6.6364 .92442 .27872 

NNS 
11 

7.8182 .87386 .26348 

 

 

Organization 

ARG 
NS 

11 6.250 
.87386 .26384 

NNS 
11 8.000 

.92442 .27481 

DES 
NS 

11 
7.1462 .77460 .23355 

NNS 
11 

7.622 .93420 .28167 

 

 

Vocabulary 

ARG 
NS 

11 7.3022 .92442 .27872 

NNS 
11 6.9455 1.12815 .34015 

DES 
NS 

11 
7.7213 1.00905 .30424 

NNS 
11 

7.3182 .98165 .29598 

 

 

Grammar 

ARG 
NS 

11 8.3600 .77460 .23355 

NNS 
11 7.23.10 1.000 .30151 

DES 
NS 

11 
8.1812 .75076 .22636 

NNS 
11 

7.2739 1.00905 .30423 

Note. ARG = Argumentative Essays; DES = Descriptive Essays; NS = Native Speakers; NNS = 

Nonnative Speakers 

Confidence interval: 95%. 

Comparative Analysis of Raters’ Scoring Patterns Across Evaluative Criteria 

To examine whether rater background influenced scoring performance across genres and 

analytic criteria, a series of independent-samples t-tests was conducted (see Table 3). These 

analyses compared mean scores awarded by native (NS) and non-native (NNS) raters for each 

criterion within both argumentative and descriptive writing tasks. The objective was to 

determine the extent to which rater linguistic background contributed to variations in 

judgments of content, organization, vocabulary, and grammar, thereby providing empirical 

evidence on potential rating biases or sensitivities in standardized writing assessment contexts. 
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Table 3. Independent Samples t-Test Results Comparing NS and NNS Rater Scores for Argumentative 

and Descriptive Genres 

Scoring Criteria Genre Equal Variances Sig. (2-tailed) Mean Difference Std. Error Difference 

 

 

Content 

ARG Assumed .024 -.81818 .40041 

Not Assumed .024 -.81818 .40041 

DES Assumed .006 -1.18682 .31345 

Not Assumed .006 -1.18682 .31345 

 

 

Organization 

ARG Assumed .000 -.45455 .38355 

Not Assumed .000 -.45455 .38355 

DES Assumed .250 1.54545 .36590 

Not Assumed .250 1.54545 .36590 

 

 

Vocabulary 

ARG Assumed .300 1.81818 .43976 

Not Assumed .300 1.81818 .43976 

DES Assumed .310 1.98236 .42446 

Not Assumed .310 1.98236 .42446 

 

 

Grammar 

ARG Assumed .016 1.000 .38139 

Not Assumed .016 1.000 .38139 

DES Assumed .026 .90909 .37921 

Not Assumed .026 .90909 .37921 

Note. ARG = Argumentative Essays; DES = Descriptive Essays 

Argumentative Essays 

Independent-samples t-test results revealed significant differences between native (NS) and 

non-native (NNS) raters in their evaluation of argumentative essay content (p = .024). 

Specifically, NNS raters assigned higher content scores (M = 7.22) than their NS counterparts 

(M = 6.49), resulting in a mean difference of −0.82. This suggests that NNS raters were more 

favorable toward idea development and topical coverage in argumentative writing, whereas NS 

raters may have applied stricter criteria when evaluating conceptual adequacy and 

argumentative depth. This pattern aligns with previous findings that rater background can 

influence how raters perceive and reward rhetorical elaboration (e.g., Barkaoui, 2010). 

Differences were also observed in grammar scoring for argumentative essays, where NS 

raters assigned significantly higher scores than NNS raters (p = .016), with a mean difference 

of 1.00. This indicates that NNS raters tended to be more critical of grammatical accuracy, a 

trend that may reflect heightened sensitivity to surface-level linguistic errors among raters with 

an L2 background. In contrast, no statistically significant differences emerged in organization 

(p = .300) or vocabulary scores (p = .300) for argumentative writing, suggesting greater 

alignment between rater groups in their assessment of textual coherence and lexical resources 

in this genre. 

Descriptive Essays 

In descriptive writing, the content scores once again reflected significant differences between 

rater groups (p = .006). As in argumentative writing, NNS raters gave higher scores for content 

(M = 7.82) than NS raters (M = 6.64), yielding a mean difference of −1.19. This finding 
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suggests that NNS raters may have been more appreciative of descriptive elaboration and 

topical detail, possibly valuing explicit content realization over implicit or nuanced thematic 

development often preferred by NS raters. Organization scores, however, did not significantly 

differ (p = .250), indicating that both rater groups shared similar perspectives on structural 

sequencing and overall text organization in descriptive essays. 

Regarding language use, grammar scores in descriptive writing also showed a significant 

difference (p = .026), with NS raters assigning higher ratings (M = 8.18) than NNS raters (M = 

7.27), resulting in a mean difference of 0.91. This pattern mirrors findings in argumentative 

essays, where NNS raters consistently applied stricter criteria to grammatical accuracy, 

suggesting a potential bias toward formal correctness. Vocabulary ratings did not differ 

significantly (p = .310), implying converging perceptions between rater groups in evaluating 

lexical appropriacy and range within descriptive texts. Together, these results highlight that 

while raters shared common ground in evaluating some linguistic and organizational features, 

systematic differences persisted in how they judged content richness and grammatical accuracy 

across genres. 

Paired-Samples Analysis 

To determine whether rater groups exhibited genre-specific scoring tendencies, paired-samples 

t-tests were conducted separately for native (NS) and non-native (NNS) raters (see Table 4). 

This analysis compared scores awarded for argumentative (ARG) and descriptive (DES) essays 

within each analytic criterion—content, organization, vocabulary, and grammar. The primary 

purpose was to identify whether raters of different linguistic backgrounds applied distinct 

evaluative standards when rating different genres, thus revealing potential within-group genre 

sensitivity in scoring behavior. 

Table 4. Within-Group Comparison of NS and NNS Rater Scores Across Argumentative and 

Descriptive Genres: Paired Samples t-Test Results 

Scoring Criteria Genre Raters Paired 

Differences 

t df Sig. (2-tailed) 

Content ARG.DES NS 1.45820 .740 10 .476 

NNS .79490 .000 10 1.000 

Organization ARG.DES NS .07399 -2.043 10 .030 

NNS 2.02188 3.135 10 .070 

Vocabulary ARG.DES NS .59931 -.841 10 .420 

NNS .77197 -.582 10 .574 

Grammar ARG.DES NS .47766 -.614 10 .553 

NNS .93245 -.504 10 .6255 

Note. ARG = Argumentative Essays; DES = Descriptive Essays; NS = Native Speakers; NNS = 

Nonnative Speakers 

Native Raters (NS) 

For NS raters, the paired-samples t-test results indicated no significant differences in content 

scores between argumentative and descriptive essays, t (10) = 0.74, p = .476, suggesting that 

NS raters maintained consistent evaluations of content development regardless of genre. 

Vocabulary (t (10) = −0.84, p = .420) and grammar (t (10) = −0.61, p = .553) scores also did 
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not differ significantly, indicating that lexical and grammatical evaluations were stable across 

genres for NS raters. 

However, organization scores revealed a statistically significant difference, t(10) = −2.04, p 

= .030, indicating that NS raters rated organization higher in descriptive essays compared to 

argumentative essays. This pattern suggests that NS raters may have perceived descriptive 

writing as more effectively structured or more straightforward to evaluate in terms of coherence 

and sequencing than argumentative writing, which demands more complex rhetorical 

structuring. Overall, NS raters exhibited selective genre sensitivity, with organizational aspects 

being the only dimension where genre influenced scoring behavior. 

Non-Native Raters (NNS) 

For NNS raters, no significant differences emerged across genres for any of the four analytic 

criteria. Content scores (t (10) = 0.00, p = 1.000) were virtually identical between 

argumentative and descriptive writing, indicating complete consistency in evaluating topical 

development and idea elaboration. Similarly, no significant differences were observed for 

organization (t (10) = 3.14, p = .070), vocabulary (t (10) = −0.58, p = .574), or grammar (t (10) 

= −0.50, p = .626). Although organization approached significance (p = .070), the difference 

did not meet the conventional threshold, suggesting that NNS raters did not display strong 

genre-dependent variation in organizational evaluation. 

These findings indicate that NNS raters tended to apply more uniform standards across 

genres compared to their NS counterparts, who exhibited sensitivity to organizational 

differences between argumentative and descriptive writing. The absence of genre effects 

among NNS raters may suggest either a stricter adherence to generalized scoring principles or 

less awareness of genre-specific rhetorical demands. Taken together, these results highlight 

that rater background not only influences how criteria are weighted across groups but also 

whether genre differences are recognized and factored into holistic evaluations. 

Discussion 

This study provides critical insights into the complex interplay between rater linguistic 

background and genre-specific evaluative practices in standardized writing assessment. The 

findings substantiate that rater characteristics significantly shape scoring patterns, extending 

and refining prior research on rater bias and genre sensitivity (e.g., Barkaoui, 2010; Park, 

2015). Notably, the differential scoring tendencies observed between native (NS) and non-

native (NNS) raters reveal nuanced divergences in how rhetorical and linguistic features are 

prioritized and interpreted across argumentative (ARG) and descriptive (DES) essay genres. 

Consistent with extant literature on rater variability, NNS raters demonstrated a more lenient 

stance toward content in both genres, awarding significantly higher scores than their NS 

counterparts. This tendency aligns with the notion that raters with L2 backgrounds may 

emphasize explicit idea elaboration and topical coverage, potentially reflecting their 

pedagogical experiences or differing conceptualizations of content adequacy (Barkaoui, 2010). 

Supporting this interpretation, Winke et al., (2013) utilized eye-tracking methodology to reveal 

that raters’ linguistic backgrounds influence their attentional deployment and processing 

strategies during rating, with NNS raters focusing more on overt textual features. This cognitive 



Genre and Rater Variation in IELTS Writing Assessment: A Comparative Perspective / Shoghi                  335 

 

perspective complements our behavioral findings, suggesting distinct evaluative heuristics tied 

to linguistic experience. 

Conversely, NS raters’ stricter evaluation of content—particularly in argumentative 

essays—likely stems from heightened expectations regarding the depth of conceptual 

reasoning and coherence, echoing Zhang and Elder (2014) on genre-related cognitive demands. 

Further validating genre sensitivity, Knoch and Chapelle’s (2018) investigations found that 

raters with strong genre knowledge apply more differentiated scoring criteria, particularly 

attending to rhetorical conventions in argumentation. This supports our result that NS raters 

prioritize argumentative organization more conservatively, indicative of their rigorous 

application of discourse-level criteria. 

The pronounced disparity in organization scores for argumentative writing underlines this 

genre-specific sensitivity. NS raters’ more conservative ratings suggest a rigorous application 

of rhetorical coherence criteria, consistent with theoretical models emphasizing the complexity 

of argument structure (Bui & Barrot, 2024; Li & Huang, 2022; Ruegg & Sugiyama, 2013). The 

relative leniency of NNS raters on this criterion may indicate less familiarity with 

argumentative discourse intricacies or a reliance on generalized scoring frameworks (Lumley, 

2005). 

Our findings also highlight distinct trends in language-related criteria. NS raters consistently 

awarded higher grammar scores, whereas vocabulary ratings showed less pronounced group 

differences. This pattern suggests NS raters have heightened sensitivity to morphosyntactic 

accuracy, while lexical evaluations converge between rater groups, possibly reflecting shared 

standards of lexical appropriacy in L2 contexts. Aligning with this, research in second language 

acquisition and rater cognition (Chiang, 2003; Ghanbari, 2024; Marefat & Heydari, 2016) 

attributes NNS raters’ heightened grammatical criticality to their metalinguistic awareness. 

Paired-samples analyses demonstrated NS raters’ selective genre sensitivity, particularly in 

organizational scoring, with a tendency to rate descriptive essays higher. This pattern is 

consistent with Bouwer et al. (2015), who reported that descriptive genres’ straightforward 

rhetorical structures are perceived as less cognitively demanding, simplifying evaluation. NNS 

raters’ more uniform scoring across genres suggests stable, rubric-driven evaluative standards 

less influenced by genre demands. This dichotomy corroborates Friginal et al.’s (2014) 

conceptualization of rating behavior as influenced by both cognitive schemas and cultural-

linguistic backgrounds. 

The present results also bear significant implications for language assessment practice. The 

documented rater discrepancies underline the necessity of rigorous rater training protocols 

emphasizing genre-specific expectations to mitigate subjective bias and enhance inter-rater 

reliability (Weigle, 2002; Hamp-Lyons & Condon, 2000).  

Moreover, the differential weighting of analytic criteria across rater groups suggests 

assessment frameworks should incorporate explicit guidance balancing surface-level linguistic 

accuracy with higher-order discourse features, especially in diverse rater populations. This 

aligns with calls for multi-dimensional construct validity in writing assessment (Bachman & 

Palmer, 2010). 
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Finally, the nuanced interplay of rater background and genre sensitivity highlights potential 

avenues for leveraging automated scoring and artificial intelligence tools. While automated 

essay scoring (AES) systems show considerable consistency in detecting surface-level errors 

such as grammar (Attali & Burstein, 2006; Shermis & Burstein, 2013), their limitations in 

capturing complex rhetorical features reaffirm the indispensable role of skilled human raters, 

particularly those proficient in genre-specific evaluation. Integrating human judgment with 

AES in hybrid models may offer a scalable, valid solution balancing precision with interpretive 

depth. 

In conclusion, this study advances understanding of how rater linguistic background 

interacts with genre demands to shape analytic scoring in L2 writing assessment. By 

elucidating distinct evaluative priorities and sensitivities of NS and NNS raters across 

argumentative and descriptive genres, it contributes to ongoing efforts to refine rating validity 

and fairness. Future research should further explore rater cognition through qualitative and 

process-oriented methods and investigate training interventions aimed at harmonizing rating 

standards across diverse rater populations. 

Conclusion and Implications 

This study provides robust evidence that both rater background and genre type significantly 

influence writing assessment in standardized English proficiency tests. While AES 

technologies continue to evolve, the unique interpretive capacity of trained human raters 

remains indispensable, particularly for capturing genre-specific textual features such as 

argumentative coherence and descriptive elaboration. The findings underline the need for 

comprehensive rater training programs that include genre-awareness modules and task-specific 

calibration to ensure fairer and more reliable assessments across rater populations. 

In addition, our results advocate for greater alignment between assessment practices and 

instructional approaches. Genre-based writing instruction, as demonstrated by Damayanti et al. 

(2023), and the integration of GenAI tools for mentor text generation (de Oliveira & dos Santos, 

2025), can support learners in navigating the complex expectations of tasks like IELTS Task 2 

and TOEFL Independent Writing. These innovations promise more equitable outcomes when 

coupled with informed human judgment in scoring. 

Limitations and Future Directions 

Although the study was carefully designed to mirror authentic testing conditions and employed 

dual-mode scoring (holistic and analytic), it was limited by its sample size of raters and genre 

scope. Expanding the study to include integrated genres, such as TOEFL Integrated Tasks, or 

other language backgrounds among raters could yield broader generalizations. Furthermore, 

additional research is warranted on how AES tools and GenAI models might assist raters during 

calibration or post-scoring validation processes without compromising interpretive accuracy. 

Future studies should explore the integration of human-AI hybrid scoring systems that 

preserve rater sensitivity while leveraging the efficiency of AI. A human-in-the-loop 

framework, as advocated by Kumar and Boulanger (2020), may enhance both validity and 

scalability in writing assessment. 
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